       The essential features of the DAQ  are:
 1) The use of a PCI card to access  PC memory, so that no VME, no external memory, etc are needed, and 
2) The use of  fast microcontrollers in a tree structure to transfer the data out of the shift registers to the PCI card. 

As described in the accompanying paper, many experiments such as Alice, Compass, etc have come to the conclusion that using the memory in the PC is the most economical approach.  While they use bandwidths of over 200 MB/sec, we need less than 10, which is available for around $300.
Limitations as presently understood:

1) There is some dead time with this system. With overly simple DAQ there could be 6%, and with reasonable buffers in microntrollers  the best estimate is less than 1% for a  system at 100 Hz beam rate.

2) Glass from US companies is only available up to 36 inches (91 cm)

3) PC boards from inexpensive companies are only available up to 12  by 14 inch or 12 by  18 inch.  From more expensive companies boards up to a maximum of 20 x 23 inch can be obtained. (50 x 58 cm)
4) The present shift register readout system could only be built with 1.2 cm pads. With 1.1 cm pads there was too much cross talk due to  the high density of components and traces. 
5) The present PC board design would be best with about 6 mm dead area at the edges to allow room for debugging electronics.  The present DELRIN gas seals at the edges of the chambers make a dead area of about 6 mm on each edge.  This dead area may be in addition to the PCB dead area, or conjoined with it, depending on the PCB design.

Remaining technical issues:

1) Compare costs of 4 layer PC board with blind vias, including layout labor,  compared to using two 2-layer boards and conductive glue dots as done in the present design.

2) Incorporating the test beam data for each event into the data.  The solution suggested by Fermilab is to use an event number in our data and in the beam data, and merge them offline.  This is conceptually not so different from using a trigger-clock distribution in a large experiment.
3) Software – switch from programming in C for PIC chips to programming in C and maybe a little assembler for Scenix chips.  Do C programming in Linux for the PCI readout board.

4) Debug the handshaking, busy signals, etc in the system

Cost estimates:


A large fraction of the cost estimate is for things which we need  in either the ASIC or shift-register case.  For example, the RPC,s Gas system, and HV system  are  probably 10K to  20K even for a small test.

1) Gas system, either continuous flow or mixing bottles  We are calculating flow rates and discussing options with Ivars.   At present it looks like a continuous mixing system with a buffer tank would be needed.   Also, replace plastic tubing with copper to avoid water vapor diffusion.
2) HV systems.  Probably about $2000 for 12 CCW boards and filters.  Maybe double this with a simple control system.

3) Glass

4) Silkscreening equipment and labor

5) Electronics
A) (Shift System, NOT ASIC At $0.75 per channel for PC boards on chambers with all components soldered.  $18k for 40 layers of 1 ft^2. 

B) $56 for microcontrollers for each 1 ft^2 RPC.  $2.3k  for 40 layers of 1 ft^2.
C) $300 for PCI card in PC to handle several times 40 boards of 1ft^2.

D) PC boards to go at edges of chambers ?  maybe $50 each or $2k for 40 layers  (prototypes cost more)
E) Programming systems to be purchased  $400

F) PC board layout labor  at least $10K. We need one large complex board, one board with many connections but which may not be complex, and two or three smaller and simpler boards. 
G) Labor for testing , debugging, etc.
H)  Supervision and management.
REFERENCES
1) Proposal for a Shift Register Approach to RPC Calorimeter Readout for Test Beam, Cosmics, and Sources. D. Underwood, ANL-HEP-TR-04-35.

http://gate.hep.anl.gov/dgu/RPC_ShiftRegisterReadout.pdf
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Details of Cheap and Fast DAQ
To go with Shift Register RPC Readout
D. Underwood
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       The essential features are 
1) The use of a PCI card to access  PC memory, so that no VME, no external memory, etc are needed, and 
2) The use of  fast microcontrollers in a tree structure to transfer the data out of the shift registers of the RPC  to the PCI card. 

     All the features of this system are in common use. The PCI card is available for less than  $300.  The general method of reading detector data to the PC memory via PCI is used by many CERN experiments:  ALICE, COMPASS, etc.  [2]   The PCI card of interest to us can do 12 MB/sec transfers while the ones in ALICE can do over 200 MB/sec.   For the microcontrollers, code examples  for the various techniques used  have been  found on the web or developed for our prototype. [3,4]  Examples are  code to shift in bits, code for a circular buffer, code for handshaking during transfers.  The SCENIX controllers can do one instruction per 20 ns. We have previously used PIC controllers with one instruction per 200 ns. The codes, compilers etc for Scenix are compatible with those of a particular older line of PIC controllers. 
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Figure 1. A very schematic 3D view of the  DAQ system. Not shown are electronics for trigger, event number entry,  analog threshold control and perhaps beam synchronization  Each register board on an RPC  would have at least 360 ICs. There would be 40 to 400 of these boards. Each intermediate board would have at least 14 microcontrollers plus ancillary logic. The readin is grouped with 10 planes for each 8 bit wide path into the PCI card. 
We estimate readin time scales based on what was achieved in the microcontrollers in the prototype, and scaling to higher speed for a different microcontroller.  There is still some uncertainty about the overhead times for setting up transfers in a larger system.  We start with time scales for readin of a 24x24 (576) pad RPC of about 29 x 29  cm. For a cubic meter or any fraction thereof,  everything except the final PCI readin would be in parallel for any number of these, and so would not incur additional time.  For the case of more pads per printed circuit board, the readin time would be proportional the number of pads (area of the board).  
A) Gate open time to capture signal over comparator threshold = 20 u sec.  This is for every pad in the system simultaneously.

B)  Shift-in time to get data from the 74HC165 latches on the face of the RPC to the SX28AC microcontrollers at the edge of the RPC.  

13 bytes * 8 bits * 6 instructions * 20 ns = 13 u sec,  plus overhead for interrupt.  This is for all the microcontrollers working simultaneously.

C)  Reading bytes from front end microcontrollers to intermediate microcontroller per plane.  (13 data bytes +1 ID byte)  * 13 rows of microcontrollers  *6 instructions * 20 ns =22 u sec.  There is additional overhead for switching the readin from one micrcontroller to another, for handshaking after each transfer of  14 bytes, calculations for ring buffers in front end after each 14 bytes, etc.  This deadtime is incured by the front end because the front end microcontrollers cannot read and write simultaneously. However, the time to read out the intermediate microcontrollers to the PCI card is not incured at the front end unless the ring buffer of 8 events in the front end overflows. This should not happen very often with the front end busy only 0.6% of the time. And the PCI card transfering data  
D)  For transfer from intermediate microcontrollers to PCI card, we assume 4 parallel busses of 8 bits wide each.  Each of these is to readout 10 RPC planes. The time is  14bytes *13 rows *10 RPC planes *6 instructions *20 ns =202 u sec, plus overhead.  This is 6 % busy for 40 planes of 1 square foot (29 x 29 cm) at a beam rate of 100 HZ. This does not become dead time because of the ring buffers in the front end. The transfers out of the front end are short, 22 u sec.  For 60% PCI transfer busy we would cover 9 times the area, almost a square meter, with the same dead time at the front end.   Actually the PCI card can handle much higher data rates, 12 MB/sec, but the limit is the speed of the intermediate microcontroller, most likely 50 MHz clock and 6 instructions. 
CHIPS NEEDED:
(for intermediate, multiply by number of planes)
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REFERENCES

2) ALICE TDR 010 
https://edms.cern.ch/file/456354/1/DAQ_Chapters7-10.pdf
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Figure 2.  Connections at the 3 different levels of the DAQ beyond what is on the RPC.  This appears to satisfy all requirements for handshaking, busy signals, etc. The number of pins required at each microcontroller is less than the 20 available on the fast and cheap Scenix chips. The connections to the PCI card are those shown by the manufacturer. 
[image: image3.png]corpteT oK

— : [ e’
= =l ‘ GLUE oVERTLIR

pund VIAS

y LAV

ﬁh(t—zﬁ
T

Bouh
1”2 gl(‘a"'ﬂ

Giris To VIAS

> LAVER Bop 49

F— CommicToR




Figure 3.  Two different approaches to constructing the printed circuit boards which carry both the RPC sense pads and the first stages of readout electronics.  The top figure shows the use of two 2-layer boards jouned through a perforated insulator with conductive glue. This has geometrical and cost advantages. This was used in the 32 channel prototype.  The second figure shows the use of a 4-layer board with blind vias. This is a much more standard approach and probably has better reliability. The disadvantages are the cost of layout and prototyping, and the lack of board over top of the gas seals for use for connections and debugging chips. 
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Figure 4. Detail of vias in boards. This shows the general structure for either conventional boards with blind vias, or boards made by using 2-layer boards and conductive glue.

