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The Department of Energy's Office of Science has, for many years, been the leading proponent of using modeling and simulation as a tool for scientific discovery.  As computers have become more powerful and better able to calculate physical effects from first principles instead of heuristic approximations, simulation has become a full-fledged scientific tool for understanding effects and processes in nature.  It allows the advancement of scientific understanding of conditions that are otherwise inaccessible to laboratory researchers.   The department is currently the leading sponsor of extending the power of simulation through the development of the Grid, which will  extend the power of simulation to multi-site, multi-dicipline studies.  However, the spectacular success of these techniques is now becoming a constraint.

Core-Collapse as an Illustration

One of the most dramatic events in the observable universe is a core-collapse supernova. The search for the explosion mechanism of such supernovae and the computation of the nucleosynthesis in these spectacular stellar explosions is one of the most important and challenging problems in computational nuclear astrophysics. Core-collapse supernovae are the most energetic explosions in the Universe, releasing 1053 ergs of energy in the form of neutrinos of all flavors at the staggering rate of 1057 neutrinos per second and 1045 Watts, disrupting, almost entirely, stars larger than ten Solar masses and producing and disseminating many of the elements in the Periodic Table, without which life would not exist. In addition to the pure scientific knowledge produced by these simulations, the complex interplay of extreme physical processes demands the development of modeling techniques that are far in advance of those commonly used today. 

The Network Challenge

Complex simulations such as the core-collapse supernovae (other examples include both inertial and magnetic-confinement fusion) depend for their scientific insights on subject-matter experts in all of the inter-related physical processes (for core-collapse, these include radiation transport, relativistic hydrodynamics, nucleosynthesis, and astrophysics) as well as computer scientists developing the algorithms, simulation, and data handling techniques.  These experts typically are located at widely separated institutions.  The results of a particular simulation run are played like a movie (start, stop, rewind, jog-forward, jog-back) with active discussion and participation.  The control of the visualization, rendering, and display are passed among the participants.  This playback becomes a challenge for both computer science and network R&D because the data files generated by a typical simulation can easily reach 20 Terabytes in size.  Grid techniques allow these multidimensional files to be partitioned and distributed among the participating institutions, each institution being responsible for rendering and visualizing the parameters or processes it was most directly responsible for simulating.  However, even after doing so, distributing the resultant visualization streams (each stream is an OC48, 2.4 Gbs channel) among the participating institutions (an N2 problem) requires more bandwidth than any network existing today.  Data compression techniques, only postpone the problem, allowing 10 -12 participants instead of six.  Distributing streams among six sites, for example, would require an aggregate backbone bandwidth of 36 x OC48.  The challenge is that although such a backbone is conceptually possible using today's technology, purchasing it 7x24, as today's networks are purchased, would be staggeringly expensive.  Techniques are just emerging from the laboratory that could be used to support a network based on optical burst switching, essentially the provisioning of short-term surge capability that could be scheduled in advance.  This sort of  burst-provisioned surge-capable network will facilitate many areas of  scientific research being driven by  data-intensive needs. 

Elements of an Office of Science Program

Historically, the Office of Science has been a national leader in moving new technologies from prototype to production, and this represents a perfect opportunity to do so again - benefiting both national science and technology at the same time.  What is needed is a strong focused effort that would work with a nation-wide carrier willing to collaborate with the DOE in demonstrating the commercial development and use of optical burst switching.

Funding

Predicting the required funding level for  such an R&D  effort is always  difficult, nonetheless, if one assumes a DWDM backbone based on 4 x OC192 channels loaned to  DOE  for  the  duration of the development, then most of  the cost would be in provisioning "local loops" and prototype equipment at (tentatively) six sites.  Termination gear at roughly $1M/site x 6 sites, plus three full time network R&D staff (estimate) and an additional staff liaison to work with the simulation efforts will add up to roughly $7M per year.

Simulation of a core-collapse supernova, the most violent explosion in the observable universe.








