BNL HENP WAN Requirements - Comments

Bruce G. Gibbard

26-Sept-2001

General Comments:

While it is true that at this moment, September 2001, a substantial fraction of the ESnet traffic being observed out of BNL consists of transfers of DST data by the STAR collaboration to LBNL, it is not true that the there is an inexpensive way of moving computing hardware from LBNL to BNL which would supply equivalent functionality or, if it did, significantly decrease the RHIC program need for an ESnet connection upgrade to OC12 for FY 2002 operations.  Below are comments on various aspects of this statement but since there appears to be a budget-based competition between SLAC, Fermilab, and BNL for OC12 upgrades, a few general observations seem called for.  Historically High Energy Physics experiments have lead the way in large distributed collaborations and dominated the use of Wide Area Networking to perform analyses for such wide spread collaborations.  With RHIC, the Nuclear Physics community has a collider facility and set of experiments that are in every way as, or more, demanding of network resources than the current round of HEP experiments.  The large RHIC collaborations, STAR and PHENIX, are as large and as widely geographically distributed as those of BaBar, D0 or CDF.  The RHIC detectors are as complex, the individual events generally more complex and the data recording appetites and capacities somewhat greater.   The RHIC software and computing efforts are as large, complex and distributed as those of current HEP experiments.

Scope of Requirements:

Attention has been focused on the transfer of DST data from BNL to LBNL by the STAR collaboration as being the primary WAN traffic driver for BNL.  While this activity is estimated to account for of order half of the current RHIC WAN traffic, the volume of RHIC traffic, as shown in earlier discussions of the RHIC need, is just ramping up.  Looking more globally at the coming year, the traffic to LBNL will be only one of several comparable contributors to the total WAN traffic load.   STAR is obtaining computing resources at Lyon in France, which are expected, by mid 2002, to be comparable to those it uses at LBNL and the expectation is that it will serve as a regional center for the analysis of STAR data in Europe.  Transatlantic networks permitting, it is STAR’s intension to transfer copies of DST data there just as it is doing to LBNL.

While STAR and PHENIX have comparable data handling and processing needs, they are rather different in their modes of running.  STAR takes a small number of very large events while PHENIX takes a large number of modest size events.  One consequence of this difference is that STAR has run at relatively high data taking rates (40 MBytes/sec) even at the low luminosity operations that occurred early in the current RHIC run.  Since PHENIX requires more events to fill up its data-dating pipe, during this period it recorded data at a small fraction of its design capacity (commonly only in the 10 MBytes/sec range).  It therefore has only a faction of the data in hand that STAR has and so is not currently transferring data to remote sites at rates as high as those of STAR.  However, now as RHIC’s luminosity is improving PHENIX’s data volume is beginning to catch up.   As it becomes comparable to that of STAR its data transfer needs will at least match that of STAR.  PHENIX also has two major regional centers to which it intends to send complete DST data sets.  One is at the Riken center in Japan and the other, as with STAR, is at Lyon in France.  The Riken facility in Japan is PHENIX specific and has been in operation for some time including the first RHIC run.  It serves as a regional center for Asian computing for PHENIX, including collaborators in Japan, China, Taiwan, Korea, and India.  The facility at Lyon will serve as a regional center for European collaborating institutions.  Limitations in intercontinental network bandwidth are of considerable concern.  Experience indicates that 3-5 MBytes/sec should be regularly achievable over the APAN transpacific link to the Riken facility.  The Lyon facility has only recently become available to PHENIX and no investigation of the transfer rates has yet been made.  There is concern about network transfer limitations to Lyon, both the raw bandwidth available and potential contention for that bandwidth with STAR and other experiments engaged in transatlantic collaboration (ATLAS, CMS, D0, BaBar).

In addition to the four formally identified regional centers described above, PHENIX has made use of significant computing resources at Vanderbilt, New Mexico, LLNL and Stonybrook.  While these centers are unlikely to programmatically maintain a full DST copy, it is expect that each will have occasion to transfer substantial DST subsets and in aggregate will require bandwidth out of BNL at levels equivalent to 1 or possibly 2 of the more formal regional centers.  Of course all of these regional centers as well as many individual collaborating institutions of all of the RHIC experiments will copy complete DST sets from BNL to their sites.

The bottom line is that even if a way were found to finesse the data transfers currently being done to LBNL for STAR, by the middle of FY 2002, it would only reduce the load imposed by major remote regional centers by 1 part in 5 or 6 (<20%).  It would of course actually increase, by some less easily quantified amount, the interactive part of the BNL WAN load resulting from all of the STAR users who would have worked at LBNL now being forced to use resource at and access data directly from BNL.   Whether the net effect would be a decrease in the WAN load is not even really certain.

The BRAHMS and PHOBOS collaborations also have WAN needs. For instance PHOBOS has a significant concentration of collaborators and computing resources at MIT.  However, their needs are relatively small compared to the needs of the two large experiments.

STAR BNL-LBNL Data Transfer Issue

Aside from the fact that the overall BNL WAN requirement would be little effected and that there are obvious political problems associate with moving computing equipment from one Lab to another, there are operational consideration to such a move which tend to marginalize any global cost saving and render it impractical.

1. The STAR community of users at LBNL is the largest single group of users in the collaboration, actually slightly exceeding the count at BNL.  The activity at LBNL is high-level interactive analysis, not production processing which is in fact all done at BNL.  Having direct “down the hall” access to the people administering the equipment on which they work is seen as a major advantage in terms of the efficiency and effectiveness with which they can work.

2. The computing resources being used by STAR at LBNL are part of the larger PDSF system at NERSC.  The procurement, installation, operation and maintenance of this facility is a unified effort.  The resource configuration in this facility is based on inexpensive equipment including large amounts of distributed IDE disk.  A substantial amount of specialized technical effort has gone into making this a workable system and maintaining it.  The RHIC processing farms at BNL are designed to scale to very large numbers with very low levels of support personnel.  There is therefore a focus on high reliability equipment and commercial cluster management hardware and software.   These systems rely heavily on large remotely mounted Fibre Channel RAID disk arrays.   If PDSF equipment were moved to BNL, additional support personnel with different expertise would be required to maintain it.  New hires and training would be required at BNL or system administrators would have to be transferred with the equipment from LBNL.  Since the efforts of current support personnel at LBNL are distributed across the larger facility there, separating off of a piece of this larger installation and relocating it elsewhere would significantly reduce the economies of scale currently being realized in its operation.  In any case there would be significant additional personnel cost associated with this relocation.

3. Over the course of the last couple of years there have been dramatic and sometimes disruptive changes in cyber security across the complex of DOE labs as well as at other research and educational institutions.   STAR regards it as a strong plus that the location of the computing resources most commonly use by its single largest concentration of physicists is within the same cyber security perimeter as those users.   While the simple production transfer of data between two cyber security domains can be fairly easily maintained by a small team of experts during such cyber security evolution, forcing a large community of users to track the cyber security changes at a remote laboratory (BNL) as well as their own (LBNL) is seen as a wasteful diversion of effort bound to result in substantial inefficiency.

4. Lastly but of particular importance is the fact that STAR is currently in the midst of its first large scale physics run.   It would be terribly disruptive to STAR to disassemble the facility currently being actively used by a substantial fraction of its physicists, move it across the country, set it up in a new environment where the infrastructure is different and appropriate technical expertise less certain, and get it back into operation.  

Reminder of Other Issues

As mentioned in earlier discussions regarding BNL’s WAN needs, BNL, unlike the other labs contending for an OC12 upgrade, is a multi-disciplinary laboratory and its connection to ESnet is a potential point at which its various programs can come into contention.  BNL is the site of the US ATLAS Tier 1 center (an HEP rather than NP project) and in support of that as well as RHIC itself; it is an active participant in the Particle Physics Data Grid project.   Both US ATLAS and PPDG have significant qualitative and quantitative WAN requirements.  Beyond this BNL has major facilities and programs in Solid State Physics and Chemistry, as well as many areas of life and applied science and technology.   All of these depend on the network to varying degrees and will be impacted if there is major WAN congestion because of inadequate bandwidth for the RHIC program.  
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