
Network Research Driven by Data-Intensive Science
Science is advanced by measurement and by simulation.  The DOE Office of science is the national leader in addressing the emerging frontier of data-intensive science where the volumes and distribution of measured and simulated data present a challenge to computer science and network research. Spearheaded by high-energy and nuclear physics, a growing fraction of the Office of Science programs are becoming both empowered and constrained by their ability to share high-volume information.
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The Office of Science SciDAC program is facilitating major advances in data-intensive science by developing and hardening the collaboratory middleware needed immediately by high-energy physics and earth sciences and in the near future by fusion, combustion and biomedical sciences.  These advances already strain the capacity of ESnet and position the Office of Science as a potential leader in advanced network research driven by the needs of its groundbreaking program of data-intensive science. 
The Network Challenge

Today’s commercial technology can send over a terabit per second down a single fiber.  Presented with this capacity, a scientist today has difficulty in using even one part in 10,000 of it. Research topics such as optical burst switching have the potential to make fiber capacity accessible to science on the optimal timescale for the Office of Science programs.  The success of the interdisciplinary collaboration in SciDAC argues strongly for a program with close linkage between the data-intensive science programs and network research.
The Elements of a Program
A vigorous research program would be closely coupled to the leading data-intensive sciences. The science needs for bandwidth and real-time performance will accelerate rapidly at more than a factor of two per year.  At any time, network research must have access to links at around 16 times the ESnet bandwidth, and must be working closely with the most demanding sciences whose needs will drive them to and use experimental services at around 4 times those normally available.

Funding

The links supporting experimental services will cost about $2M per year to which $1M per year should be added for equipment to terminate the links and provide interfaces to the data-intensive computing systems funded by the science programs.  Reasonable optimism, based likely carrier interest in the success of the research, prices the pure research links at $0.5M per year. The research effort will require $2.5M per year of which $1.5M would fund network researchers and $1.0 the necessary synergistic effort on science application middleware.



















































Collisions like this in the CMS detector will generate a terabit per second
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