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(Abstract–A new detector concept called “digital calorimetry” is being developed for the International Linear Collider to achieve unprecedented jet energy resolution.  Instead of traditional tower geometry and energy summation from many sampling layers, the new approach detects energy deposition in 1 cm2 cells on each sampling layer using discriminators.  Jets are reconstructed using hit patterns from each layer, combined with information from inner tracking and the electromagnetic calorimeter.  Detector R&D is in progress, and we are building a readout system for a 400,000 channel “prototype detector” to demonstrate this concept.  The readout system uses a 64-channel custom integrated circuit called DCAL to record hits from each cell and apply a global timestamp.  The chips mount directly on sophisticated front-end boards that are not only an integral part of the charge collection of the detector chambers, but also incorporate digital signal transmission, clock and control, and power and ground.  The readout of data is serial, multiplexed into high-speed serial streams and sent to a “back-end” VME system for time-sorting and higher-level triggering.  The system can be operated with an external trigger or be self-triggered, and can produce trigger signals from the front-end chips.  We have built a “vertical slice” of the readout system, and are using it for tests of Resistive Plate Chambers (RPCs) and Gas Electron Multipliers (GEMs) in a test beam at Fermilab.  This represents the first stage in building a 400,000 channel system for reading out the “cubic meter” prototype detector as part of the CALICE collaboration. The components of the system are described, and preliminary system performance is reported.
A
I. INTRODUCTION

 new approach is being developed in the instrumentation of detectors for calorimetry.  Traditionally, calorimeters have been designed to measure energy deposition over a wide dynamic range.  This is often done by digitizing signal pulse height (integrated current) using an ADC having 12 to 18 bits of dynamic range.  Because large dynamic range is often expensive, cost/performance trade-offs usually result in each read-out channel servicing a rather large part of the fiducial volume of the detector, often including many sampling layers in longitudinal depth.  Using this approach, typical hadron calorimeters achieve ~50%/√Ejet at best.
For the International Linear Collider (ILC), it is important to measure jets with a detector that has excellent energy resolution.  In order to disentangle on an event-by-event basis W and Z bosons via their hadronic decay into a pair of jets, jet energy resolutions of the order of 30%/√Ejet ​or better are required. Simulation studies have shown that with the help of Particle Flow Algorithms (PFAs) these types of resolutions can be achieved [1]. Contrary to conventional methods relying solely on the calorimeter to measure hadronic jets, PFAs measure each final state particle in a jet individually utilizing the detector component able to provide the best momentum/energy resolution. The major challenge of this approach is the separation of energy clusters in the calorimeter originating from charged and neutral particles. If this is not done well, the resulting ‘confusion’ term reduces the energy resolution.  In order to keep this small, the readout of the active element needs to be extremely finely segmented, of the order of 1 cm2 laterally and layer-by-layer longitudinally.  This fine segmentation results in a very large number of electronic readout channels, and renders a high-resolution measurement for each channel impractical.  Monte Carlo simulations have shown that it is possible to preserve the energy resolution of single hadronic particles using a simple discriminator with only one threshold – a 1-bit ADC.  This approach trades wide dynamic range on a small number of channels, for low dynamic range on a large number of channels, and is called “Digital Calorimetry.”
Currently, new detectors are being developed that are optimized for this technique.  Our group is working with Resistive Plate Chambers (RPCs), and Gas Electron Multipliers (GEMs) that have 1 cm2 readout pads. We are building a readout system for use in developing these detector technologies, and measuring their performance for use in PFAs.  In addition to detector development, other goals in this work are to contribute to PFA simulations by measuring single particle interactions, providing a physical basis for current and future simulations.  Our ultimate goal is to construct a “cubic meter” hadron detector having (40) 1 m2 planes of active detector interleaved with steel absorber plates, and to measure cosmic rays and performance in test beams.  The final system will have 400,000 channels in total.  This development project is in collaboration with CALICE [2], and is being designed to be operated with different electromagnetic calorimeter technologies.  As an intermediate step, we have constructed a “Vertical Slice Test” (VST) of this system, having up to (9) RPCs with 16 cm X 16 cm active area, ~2,000 channels total.  We have used the system to measure cosmic rays, as well as measurements in a test beam at Fermilab.  We describe the readout system that we built below, and present the results of our measurements.  Note that this system is not what one would use for an actual ILC detector, as we have deferred some of the more difficult aspects of that instrumentation for later developments.  Instead, we have optimized this readout system specifically for this stage of detector R&D, in order to focus on the development of detector technologies and PFA performance.  
II. System Overview
The basic structure of the detector and front-end electronics is shown in Fig. 1.  When a particle interacts in the detector, the gas ionizes, and a charge signal is formed in the1 x 1  cm2 readout pad closest to the ionization.  For RPCs, the charge signal is induced onto the pad; for GEMs the pad structure is part of the chamber, and charge is collected there.  The instrumentation, which resides on the opposite side of the pad board, collects and processes the charge signal from each individual pad separately.
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Fig. 1.  Basic configuration of RPC and signal pad board.  Configuration of the front-end electronics and the pad board with GEMs is similar.  

Because of the relatively small feature size and the large number of channels, it is desirable for the front-end electronics to be an integral part of the chamber.  Given the requirements for high channel count, small space, and low power, a custom application-specific integrated circuit (ASIC) has been developed for the front-end electronics. The device, called DCAL, performs all of the front-end signal processing.  
When charge is received by a front-end amplifier in the DCAL ASIC and exceeds a programmable threshold, the hit pattern of all channels in the chip is recorded along with the time.  The timing of hits in the DCAL chip is implemented using the concept of a "timestamp" counter.  This counter is reset once per second across the system, and advances with each 100 nSec clock, which is also synchronous across the system.  The data is captured in a readout buffer inside the chip, either from an external trigger or self-triggered.  Data is read from the chip using high-speed serial bit transmission.  The chip also has slow control functions, on-board charge injection, and the ability to mask off noisy channels.   

The DCAL chips reside on sophisticated front-end printed circuit boards that are part of the detector, on the opposite side of the 1 x 1 cm2 pads as shown in Fig. 2.  Charge signals pass through the board, from the pads on the bottom side to the input pins of the DCAL chips that reside on the top side.  The inner layers of the front-end board also contain the routing of the clock and digital control and data lines, as well as power and ground. 
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Fig. 2.  Cross-sectional view of RPC chamber, signal pad board, and front-end board hosting the DCAL custom ASIC.    
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Fig. 3.  Block diagram of the readout system.

 A block diagram of the readout system is shown in Fig. 3.  Once the DCAL chips acquire data, the data is read out serially from the front-end boards using “data push” into custom serial multiplexer cards called Data Concentrators (DCON) that reside on the outer edges of the detector.  The serial streams are concatenated into high-speed serial streams, which are then sent to VME cards in the back-end system called the Data Collector (DCOL).  The data is time-sorted using the timestamps, and stored in readout buffers.  The data is read periodically into a computer, where higher-level algorithms perform the triggering and event reconstruction.  The DCOLs also provide an interface to the front-ends for slow control communication and timing.  The VME crate that hosts the DCONs also contains a Timing and Trigger Module (TTM) that receives timing and trigger signals from peripheral subsystems, and communicates with the Data Collectors to provide this information to the front-ends. 

A summary of general system specifications and design decisions is given in Table I.  Note the relatively modest trigger rate and occupancy, which facilitate a high level of multiplexing in the data flow.  Note also the dead-timeless operation.  While not needed for the ILC, this feature was implemented to facilitate a good measurement of noise using the self-trigger feature.
Table I

Summary of system features
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Fig. 4.  Conceptual  view of the physical arrangement of the readout system to read out a 1 square meter plane.

A conceptual view of the physical configuration of the system as envisaged for the cubic meter detector is shown in Fig. 4.  Each of the 40 planes will have 10,000 channels, read out by 144 DCAL ASICs.  There are two DCONs per plane, with a single serial data stream from each.  The DCOLs are capable of receiving 12 such data streams.  The high level of multiplexing significantly reduces the number of back end modules needed (8 for the entire system.)  The configuration for the VST was more modest:  the front-end boards contained four DCAL ASICs each; each DCON read out one front-end board; and only one DCOL was needed.  This was sufficient to demonstrate the basic viability of the system in preparation for the cubic meter detector.  
III. Description of System Components

A. DCAL ASIC

The DCAL ASIC performs all the front-end signal processing [3].  A block diagram of the chip is shown in Fig. 5.  
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Fig. 5.  Block diagram of 64-channel DCAL custom ASIC.
Each front-end channel has charge-to-voltage amplification (with programmable gain to accommodate GEMs or RPCs), signal shaping, baseline restoration, and a single level-discriminator.  There are 64 channels per chip.  The threshold voltage, generated from an on-board 8-bit DAC, is   common to all channels in the chip.   A mask register can be programmed to mask off bad or noisy channels.  The states of the discriminators are evaluated on each clock cycle, and passed to the 20-stage pipeline, which can optionally be bypassed through slow-control programming.  A timestamp counter inside the chip, provides the event timing, and is reset synchronously across the system once per second.  On each clock, the timestamp bits are also passed to the pipeline.  When operated in self trigger mode, the Hit Catchers evaluate the discriminator states, and generate a trigger if one or more states are true.  When an external trigger is used, the signal must be presented to the chip when the data of interest is at the end of the pipeline, with a latency of 2 Sec.  When a trigger accept occurs, 88 bits of data (64 discriminator bits plus 24 bits of timestamp) are written into the output FIFO, where a state machine reads it, packs each 8 bits into an 11-bit frame, and sends it out.  The chip maintains sync with the receiver (the DCON, to be described), by sending out alternating 11-bit SYNC/STATUS words.  An example pattern is shown in Fig, 6.  The first bit is the Start Bit, and the last 2 bits encode the word type.  Notice that the SYNC word is unique.
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Fig. 6.  Serial data encoding by the DCAL custom ASIC.

The data output from the chip uses a point-to-point protocol, LVDS technology.  There is a slow controls communication protocol in the chip as well, which is also serial, but a separate transmission path, and uses a bussed protocol.  Each chip has an address, 0-31, with the address encoded in the protocol.  There are several registers that must be written to in each chip prior to operation, including a control register, the mask and threshold registers, and also registers that control on-board charge injection.   Slow control communication with the chip is also facilitated through the DCON.

The DCAL chip used in the VST is a second-version prototype.  It has been designed in TSMC’s 0.25um CMOS process.  The chip was fabricated through MOSIS, and we received a total of 145 packaged parts, in a 160-pin TQFP package.  The yield was ~80%.  Both versions of the chip were tested extensively at the bench prior to finalizing the designs of the other system components.  A few representative results from these bench tests are shown in Fig. 7 and Fig. 8.  The amplifiers and discriminators have good performance, with reasonable matching between channels.

B. Front-End Boards

The front-end boards are configured so that each DCAL chip reads out an 8 x 8 array of pads, keeping the analog signal path short.   The board performs several functions:  it must route the traces that carry the charge signals from the pads on the chamber side to the input pins of the ASIC on the outer side of the board; it must route power and ground to the ASIC; and it must route the digital signals to and from the ASIC that are needed for clock, data output, and slow controls.  As mentioned earlier, the sender and receiver circuitry must stay synchronized with the use of standard serial communication protocols, which means that signal acquisition will overlap digital activity inside the printed circuit card, making noise performance critical.
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               Fig. 7a                                         Fig. 7b

Fig. 7a.  With the value of charge injection held constant, plot shows the number of hits versus threshold DAC for a single channel, with 100 events at each DAC setting.  The threshold for that value of charge is defined at the 50% hit point.

Fig. 7b.  Plot of threshold DAC value corresponding at the 50% hit points versus charge injection (DAC value.)  Both low gain and high gain transfer functions are shown.  The ratio of the slopes is 6.4, exactly corresponding to the ratio of  feedback capacitor values corresponding to the two gain settings.  The low gain has a resolution of 1.91 fC/DAC count.  The value for the high gain setting is 0.3 fC/DAC count.
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                           Fig. 8a                                    Fig. 8b
Fig. 8a.  With the value of charge injection held constant, plot shows threshold DAC values corresponding to the 50% hit point versus channel number.
Fig. 8b.  Distribution of threshold DAC values corresponding to the 50% hit point for all channels.  The RMS is approximately 4 DAC counts.
As shown previously, the front-end boards actually consist of two boards – a pad board, and a motherboard for the DCAL chips.  There were two significant challenges that drove this design.  The first is that the pads must have no via holes protruding through them.  For the internal traces that transmit the charge signals from the pads, the via holes can be filled with conductive epoxy to make a uniform, flat surface, which is a standard fabrication technique.  For the traces that make connections between the ASIC and power, ground, and digital signal layers, those via holes cannot come through to the pad layer, and must at a minimum be made as blind or buried via holes.  The second challenge was to prevent digital noise from the constant serial communication from the ASICs from interfering with either the internal traces that route the charge signals to the ASIC, or direct coupling of the digital signal lines with the pads, since the pad area covers close to 98% of the outer board area.  After several design attempts, we opted to make two boards, the pad board and the motherboard, with mirror images at the interface, and to glue them together using conductive epoxy glue.  This helped with the manufacturability and helped reduce costs, but in our conservative approach toward noise, we still used blind via holes.  While we were successful in achieving excellent noise performance (as will be shown), the cost of the boards is still dominated by the use of blind via holes, and reducing board costs remains one of our primary challenges in going forward toward the production for the cubic meter detector.
For the VST, the front end board was 20 cm by 20 cm, with an active are in the center of 16 cm by 16 cm.  The boards hosted 4 DCAL chips.  Pictures of the assembled board are shown in Fig. 9 and Fig. 10.   There is virtually no dead space due to the electronics, and the front-end boards can be tiled on all four sides to cover large detector planes.  The digital signal lines are LVDS, and routed on internal trace layers with several layers of copper shielding, connecting to the outside world through the flat cable as shown.  Fifteen boards were fabricated, and we assembled ten.  
C. Data Concentrator

The DCON is the data interface between the DCAL ASICs on the front-end boards and the VME Data Collector.  It must perform several functions, as shown in the block diagram of Fig. 11.  The primary function is to receive the output data streams from the DCAL chips on the front-end boards, in point-to-point fashion, and to concatenate them into a single output stream to be sent to the DCOL in the VME Crate.  The DCON fans out the trigger and timing signals received from the DCOL, and sends them to the DCAL chips.  It also handles the distribution of slow control signals between the DCOL and the front ends.  Lastly, the DCON receives DC power from external power supplies, and in turn provides regulated voltages to the front-end boards.

The connection between the DCON and the front-end board is accomplished using a 68-pin flat ribbon cable. This cable has the bussed Slow Control LVDS signals, the individual ASIC’s output LVDS signals, bussed trigger and reset LVDS signals, and the front-end board power and return wires.  

A 4-pair differential CAT-5 cable connects the DCON to the DCOL.  One pair brings in a serially encoded   4-bit nibble on a pulse-encoded 40MHz clock.  The onboard clocks are derived from this pulse-encoded clock using a Phase-Lock Loop (PLL).  The 4 bits of each nibble contain the Start Bit (always true), the Slow Control Write Data Bit, the Counter Reset Bit (for resetting the timestamp counters in the DCAL chips), and the Trigger Bit.  See Fig. 12.  Note that in a 100 nSec clock cycle, the DCON can process all three bits of information simultaneously.

[image: image8.png]



Fig. 9.  Picture of the bottom of an RPC built for the VST, with the pad board seen through the glass on the other side.
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Fig. 10.  Picture of the front-end board for the VST.
A second pair on the CAT-5 cable brings out the serially encoded 4-bit nibble which contains, in this order, the Start Bit (always true), the Slow Control Read Enable Bit, the DCAL Hit Read Enable Bit, and the Slow Control Read Data Bit or the DCAL Hit Read Data Bit, as shown in Fig. 12.  These bits are not pulse encoded but are each active for 25ns when true.  The Slow Control Read Enable Bit and the DCAL Hit Enable Bit cannot both be true at the same time.  A third pair on the cable brings in the TCAL Trigger which is just passed on to the ASICs.

The DCON has an Altera Cyclone EP1C6T144 FPGA which contains all of the programmable logic needed for the board.  When the Slow Control Data bit in the nibble becomes true, then the logic takes the Slow Control Write Data bits from the DCOL, stores them, realigns them, and then sends them serially to the 4 ASIC’s.  It saves the value of the chip address, register ID, and command data for a Slow Control Read so that the DCON can send this data along with the Slow Control Read Data byte back to the DCOL serially.  The DCON also provides a consistency check on the external trigger.  It has a timestamp counter identical to that in the DCAL chips.  When the DCON receives a Trigger Bit set true, the logic will save the 24-bit (3-byte) timestamp from the internal timestamp counter.  This 3-byte timestamp is then sent serially to the DCOL, with an identifier that it is from the DCON and not an ASIC.  When the Counter Reset Bit becomes true, the timestamp counter on the DCON is reset, as well as being sent immediately to the DCAL ASIC’s to reset their own timestamp counters.


[image: image10]
Fig. 11.  Block diagram for the Data Concentrator.
The output serial data from the DCAL ASICs are organized into four types of 11-bit words: Sync, Status, Time, or Data.   After a trigger, the 3 Time and 8 Data words sent for each event from each ASIC are stored in a separate 256 word FIFO memory in the DCON.  Each FIFO reads an 11 word event (3 bytes of timestamp + 8 bytes of hit data.)  If there is at least one event in a FIFO, the data is latched.  Next each of the latched events will have their 3-byte time words compared. The one with the earliest timestamp AND having at least one bit set in its 8 Data bytes will be sent to the DCOL, along with 5 ‘extra’ bytes.  If all 8 Data bytes have no bits set, then the event is discarded (zero suppression) and the next event from that ASIC is read out from the input FIFO and latched.  The event with the next earliest time is sent only if at least one of its data bits is set, and so on, until all of the FIFOs are empty.  The first 2 ‘extra’ bytes contain the address of the event.  The next to the last ‘extra’ byte has the Error condition bits in it.  The last ’extra’ byte is the Checksum byte, which the DCON computes by adding the first 15 bytes together and discarding overflows.  The DCOL also adds the first 15 bytes it receives and compares its result to the Checksum byte it received to see if there was an error in transmission.
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Fig. 12.  Scheme for serial read/write communication between the DCON and the DCOL.
D. Data Collector

The DCOL is a 6U x 160 mm VMEbus module that provides synchronization, control and data readout of the readout system.  A picture of the module is shown in Fig. 12.  
The DCOL performs three distinct functions:

1. Receives trigger and timing signals from the Trigger and Timing Module (TTM) and distributes them to the front-end electronics

2. Provides a bi-directional slow control link to the front-end electronics (accessed by VME registers)

3. Receives hit data from the front-end electronics and buffers it for VME readout

Each DCOL module provides 12 front-end links, each of which connects to one DCON.  Each link is carried on a standard CAT-5 network type cable, and provides clock/trigger distribution, bidirectional slow control data, and hit data readout, as described previously.  Electrically, the link interface circuitry on the DCON is isolated from the detector ground system by a capacitive isolator.  Power for the isolated circuitry is delivered from the DCOL on the 4th pair of the front-end link.  A simplified schematic of the front-end link is shown in Fig. 14.

[image: image12.png]



Fig. 13.  Picture of a Data Collector.
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Fig. 14.  DCOL to front-end isolated link.

The DCOL provides a simple VME interface to allow control registers on the front-end electronics (DCONs, front-end boards and DCAL chips) be read and written.  An address header to specify the particular chip, board or concentrator is transmitted, followed by zero or more bytes of data.  A return message may be received containing data read from the front-end.
The front-end boards may transmit hit data, either spontaneously in self-triggered mode, or in response to an external trigger.  Hits are sent as 16-byte packets, which are received and stored in a large (24 MByte) buffer for VMEbus readout.  Data may be stored in two ways.  The first option is a large, circular buffer accessed as a FIFO from software, in which data is simply stored as it is received.  This is the mode used for the slice test in the summer of 2007.  The second option is an event-oriented paged buffer mode, where each buffer is 16 kBytes, large enough for one maximum-size event.  A total of 2048 buffers are provided.  Hits are sorted in time-stamp order, and assigned to buffers based on matching or nearly-matching time-stamp.  Ether single-word or block-transfer VMEbus readout may be used.

Each DCOL receives clock, trigger, counter reset and test pulse signals from a single module (the TTM) and distributes these signals to the 12 front-end links with low skew.  The trigger, reset and test pulse signals are encoded serially on one pair of the front-end link.  In addition, a system clock at 120 MHz is distributed to each DCOL, which is used as the basis for all system timing.

E. Timing & Trigger Module 

The TTM is a 6U x 160 mm VME card that resides in the same crate as the Data Collectors.  The TTM is the primary interface for all timing and trigger signals in the DCAL system. The TTM receives signals from external systems, including a GPS receiver, external trigger electronics, pulsers, etc., processes the signals, and then sends timing and control signals to the DCOLs, which in turn sends them to the DCAL system in a prescribed way to control the timing and acquisition of data. Four precision signals, System Clock, Counter Reset, TCAL, and Trig Accept, are distributed as a pulse-width encoded serial bit stream.  A fifth precision timing signal that the TTM provides is a 120 MHz clock, used by the Data Collectors in the VME Crate to perform digital signal processing.   A block diagram of the module is shown in Fig. 15.
The TTM module distributes the Timing signals using LVDS technology implemented with high speed, low skew electronic components. The electronics of the TTM reside on an 8 layer printed circuit board that was fabricated using controlled impedance on signal layers. LVDS signal traces were designed  to provide matching trace length. The majority of the electronic circuitry on the TTM module is implemented using two Altera Cyclone II FPGA’s.  One FPGA handles the VME interface and the other decodes and generates the Timing signals. PLL devices are implemented to provide for precision timing and delay control. 
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Fig. 15.  Block diagram of the TTM.

F. Data Acquisition  

The high level data acquisition was used to control and acquire data from multiple chambers for cosmic ray and test-beam data, then write to standard disk data files for later offline analysis. The data acquisition consisted of commercial hardware and two specific purpose developed software modules.

The hardware consisted of a standard HP Intel Pentium 4 desktop computer which communicated to a VME crate via a CAEN VME-PCI Optical-Link Bridge model V2718. The computer used the CERN scientific Linux (SLC4) operating system. The major software interface to the PCI bus was provided by the CERN Hardware Access Library (HAL). These interfaces were used to develop a user menu-driven C program to configure and initialize all front-end ASICs using the slow-controls protocol previously described.  A simple multi-scintillation counter telescope used to generate an external trigger which was routed to the front-end ASICs via the TTM, the DCOL and the serial protocol described above. A user level C program using the HAL library was written to poll the VME register set in the DCOL. When a sufficiently large set of 16 byte raw data tuples were found in the DCOL circular buffer, a fixed sized block was readout, checked for errors and written to disk.

Several offline programs were developed to read the disk file data, reconstruct (using the channel and time addresses with the 16 byte tuples) and display the features of the events. This system has been used to collect about 1 million triggers of various particle types and momenta at the Fermilab Meson test beam.
IV. Results

In preparation for the VST we built ten RPCs. To maximize the exposure to the beam the chambers were built with an area of 20 x 20 cm2, rather than the 32 x 96 cm2 needed for the prototype section. Nine chambers were based on our default design with two glass plates and one chamber (based on our so-called ‘exotic design’) featured only one glass plate while the pad board provided the anode and closed the gas volume.

We built both a cosmic ray test stand and a hanging file test fixture. Each can accommodate up to 10 chambers, including the absorber plates.  Figure 16 shows a photograph of the cosmic ray test stand. The cosmic ray trigger consists of the coincidence of four scintillation counters. The acceptance covered an area of approximately 4 x 5 cm2. The fake trigger rate was negligible.  

The noise rate was measured in this setup as a function of threshold with an RPC operated at the default high voltage settings.  See Fig. 17.  The self-trigger feature of the system was used for this measurement.  The noise rate is seen to be well below 1 Hz/cm2. For the 400,000 prototype section this rate corresponds to one hit per 100 events. We found that the hits are predominantly occurring at the location of the fishing lines inside the RPCs. With the high voltage turned off, the noise rate is negligibly small, even at very low threshold settings. 
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Fig. 16.  Cosmic ray test stand setup for the VST.  The chambers are not visible, but the steel plates can be seen.  The Data Concentrators are seen in the lower right corner.
The cosmic ray test stand was used to measure the MIP detection efficiency.  In these tests events were recorded with up to six RPCs stacked on top of each other. A program was written to find hit clusters and reconstruct tracks through a pair of chambers (to test either the adjacent or an intermediate chamber). The different chambers show very similar behavior. A threshold setting of 110 DAC counts corresponds to a MIP detection efficiency of approximately 95%.

The equipment was moved to Fermilab on July 18, 2007, and setting-up began the next day. Figure 18 shows a photograph of the equipment in the Meson Test Beam Facility (MTBF). The stack was placed on a remotely controllable table. Up to nine RPCs took place in the tests.  The hanging file fixture provided access to each plane, such that if necessary a single plane could be removed or replaced without disturbing the remainder of the stack.

The performance of RPCs with finely segmented readout pads is characterized in large part by measuring MIPs.  We used the primary 120 GeV proton beam with a 3 meter steel block in the beam line to measure the MIP detection efficiency and pad multiplicity.  With the beam blocker in place, only muons (with unidentified) momentum reach the detector.  For each beam or detector setting we collected between 5,000 and 10,000 events.  Figure 19 shows one of many clean muon event with nine active layers. In each layer one and only one pad fires. Notice the absence of any noise hits in this event.

Using the secondary beam and requiring a Čerenkov signal in the trigger we collected data with positrons with 1, 2, 4, 8, and 16 GeV/c momentum. The data were collected with six active layers. The overall depth of the stack corresponded to approximately six radiation length, entailing a large energy leakage, in particular at higher momenta. Figure 20 shows a typical positron shower in the stack. Notice the high density of hits in the core of the shower.
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Fig. 17.  Noise measurements on an RPC chamber using the self-trigger feature.
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Fig. 18.  Setup of system at the Fermilab test beam.

Using the secondary beam and vetoing on the signal from the Čerenkov counter we collected a sample of pion and muon data at 1, 2, 4, 8, and 16 GeV/c. Figure 21 shows the event display of a typical pion shower. Notice the lower density of hits compared to the positron induced shower of Fig. 20.

V. Conclusion
We have built a Vertical Slice of a readout system optimized for Digital Hadron Calorimetry detector development, and  have made measurements with finely-segmented RPCs from  cosmic rays and beam events.  Preliminary results appear very promising, and we are pursuing the development of the next stage in our R&D program – the building of a 400,000 channel cubic meter hadron detector based on Digital Calorimetry.  
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Fig. 19.  Measurement of muon track in the test beam at Fermilab.
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Fig. 20.  Measurement of a positron event in the test beam at Fermilab.
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Fig. 21.  Measurement of a pion event in the test beam at Fermilab.
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Front-end uses 64-channel custom ASIC


Front-end channel:  amplifier/shaper/discriminator


Single programmable threshold per chip, 8 bit range


High gain operation for GEMs (20 fC - 200 fC signals)


Low gain operation for RPCs (100 fC – 10 pC signals)


Timestamp hits to 100 nSec resolution


Event data is hit pattern + timestamp


Capability for self-triggering (noise, cosmic rays)


Capability for external trigger, 2 Sec latency (test beam)


8 event deep output buffer in ASIC


100 Hz nominal ext. trigger rate


Nominal 10% channel occupancy


Dead-timeless readout


Zero-suppression of data in front end electronics


Time sorting of data in front and back ends


 High-level of data concatenation


Use of serial communication protocols


On-board charge injection, 8-bit DAC


Slow controls separate from event data
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