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1. 
Introduction
This document describes the Trigger & Timing Module (TTM) for the Digital HCAL readout system, to be used in the development of a new hadron calorimeter prototype module.  This project is part of the program of the international CALICE Collaboration, which is a detector development program for the new Linear Collider.   
A block diagram of the readout system is shown in Fig. 1.1.  The front-end electronics begins with the front-end custom chip called DCAL.  It resides on the detector, and handles all of the analog signal processing, formation of data words, and temporary data storage.  The chips reside on the Front-End Motherboards, which also have the detector pads as part of them.  Data from the DCAL chips is sent to the Data Concentrator, which functions as a multiplexer, concatenating data streams from several DCAL chips into one.  There is a further level of multiplexing by the Super Concentrators, which receive data from several Data Concentrators.  These components all reside on or near the detector. 

The back end is the data acquisition system and trigger farm.  When the Super Concentrators have data, it is read by the Data Collectors, which reside in a VME crate.  The crate hosts several Data Collectors.  The data is written into buffers on these cards, and then read periodically by the VME Processor, which is a single board computer that resides in the crate.  Next, the data is read from the VME Processor into a readout computer, which performs event selection and reconstruction.  

The Timing & Trigger Module (TTM) provides important support functions for the readout system.  The front-end electronics needs a small number of clock signals to perform the data acquisition, and these must be synchronized over the entire detector.  There are a number of different modes that may be used to generate these timing signals, and they are described in this document.  The system uses a sophisticated serial encoding scheme to send the timing signals to the front end electronics, encoded along with data from the Data Collector.  This will be described.

The front-end electronics also has the capability receive a trigger from an external Trigger System.  The primary trigger scheme uses external detectors to detect when an event of interest might be present in the detector, such as a beam counter or a cosmic ray hodoscope.  The trigger signal is sent to the TTM, where it is passed on to the Data Collectors, which in turn encode the trigger signal in the serial data along with the other timing signals from the TTM.  The DCAL chips also have the capability to send out a prompt signal when any channel receives a hit over threshold, and these signals could be part of the trigger decision.  The Trigger System is not part of the timing system per se, except that the TTM needs to have the capability to receive and process an external trigger signal.
A list of supporting documentation for the readout system is given in the Bibliography.
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Fig. 1.1.  Block Diagram of the DCAL Readout System
2. 
Overview of Module Requirements
The Timing System has an important role in the electronics. Event selection and reconstruction depend on having the timestamp counters in all of the front-end chips synchronized.  When a trigger is formed, the signal must be fanned out to all front-end chips with fair precision so as to capture events properly that are stored temporarily in pipelines in the front-end chips.   

The Trigger & Timing Module (TTM) resides in a 6U x 220 mm VME Crate.  As the name implies, it processes timing and trigger signals for the DCAL system.  Since there is only one VME crate in the readout system, only one card is needed for the system.  The TTM receives signals from external systems, such as a GPS receiver, external trigger electronics, pulsers, etc., processes the signals, and then sends timing and control signals to the DCAL System in a prescribed way to control the timing and acquisition of data..

A block diagram of the Timing system is shown in Fig. 2.1.  The distribution of timing and trigger signals from the TTM has a “tree” structure.  There is a point-to-point connection between the TTM and each of the Data Collectors that reside in the VME Crate.  From there, the Data Collectors encode the timing and trigger signals onto the data links that go between the Data Collectors and the Super Concentrators, where each Data Collector services 12 Super Concentrators.  In turn, the Super Concentrators fan the signals out to six Data Concentrators.  The Data Concentrators then send the signals to the front-end DCAL chips that perform the analog signal processing.  Each Data Concentrator services 12 DCAL chips.  Because of the tree architecture, there will be inherent delays as the signals are processed and passed by the different components in the system.  Some amount of care needs to be taken in the design of the components in the system to reduce random delays and clock skew, including re-registering the signals to the fundamental System Clock.
The timing system must provide five high-precision signals to the Data Collector.  The functionality of these signals will first be described.  The method by which they are generated and distributed through the system uses a pulse-width encoding scheme (denoted as PW TIME in Fig. 2.1), which will be described.

  The first is the 10 MHz Clock, denoted as System Clock.  This is the basic timing signal used by all components in the system.  The front-end chips use this to advance the value of the timestamp counters, which are used as a tag on hits measured in the chips. The front-end chips also use System Clock for other functions.  The states of all comparators are refreshed on the rising edge of the clock.  The serial data transmission operates at the same frequency for the front-end chip and the Data Concentrator.  The output of the Super Concentrator also uses the System Clock.  Both event data and control data passed to and from the front-end chips have a strobe associated with them, and this is generated from the System Clock.  

2. 
Overview of Module Requirements (Cont.)
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Fig. 2.1.  Block Diagram of the Timing System

In order to provide a high accuracy of timing, it is necessary for the System Clock to have a high-level of precision, so that the counters in all front-end chips can be synchronized.  The implementation of a global source for this clock is an important aspect, but the distribution of timing signals must be done with care to avoid spoiling the precision.  This includes uniform cable lengths, short cable lengths, the use of low-dispersion cable, the minimization of buffers, and the use of transceivers with low intrinsic delay.

2. 
Overview of Module Requirements (Cont.)

The front-end chips receive System Clock through the Super Concentrator and the Data Concentrator, as shown in Fig. 2.1.  The logic in those components may use the System Clock to perform either synchronous or asynchronous data processing, although it is important that the distribution of signals to the front-end chips be done carefully to not lose synchronization across the system.  Note that the data processing functions on the Data Concentrators and Super Concentrators do not have to be synchronized across the system.  

The second precision timing signal is Counter Reset.  The timestamp counters in the front-end chips have a finite number of bits, and therefore must either be reset occasionally or allowed to roll over.  Having a global counter reset helps to ensure that all counters remain in sync for long periods of time, and helps to reduce the loss of data due to synchronization errors.  The timestamp counters have 24 bits, and at a clock frequency of 10 MHz, this corresponds to just over one second before roll-over occurs.  Having a counter reset once per second has advantages for the back end of the system as well.  Like the System Clock, Counter Reset must be synchronized over all front-end chips.  It is synchronized with the System Clock, so that the front-end chips can use the rising edge of the clock in coincidence with the assertion of Counter Reset to perform the reset operation, as shown in Fig.  2.2.  As shown in the figure, a convenient source for a signal with a one-second period is the one pulse-per-second (pps) signal that is available from the Global Positioning System (GPS.)
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Figure 2.2.   Timing Relationship Between System Clock and Counter Reset
(Referenced at DCAL Chip)

2. 
Overview of Module Requirements (Cont.)

The third precision timing signal is used for generating a calibration signal.  This test pulse, denoted as TCAL, it is used by the front-end chip to inject charge into selected channels.  Besides doing calibrations of the front-end electronics, this signal is synchronized across the system so that timestamps can be checked when large numbers of channels are pulsed at the same time.
The fourth precision timing signal is the Trigger Accept.  It is used to capture data that is stored in pipelines in the front-end chips, where an external detection system is used to determine if an event of interest has occurred.  In general, the formation of this trigger signal is not discussed here.  The TTM does have certain trigger signal processing capabilities, and does act as the source for distributing the signal to the rest of the system.
The four precision signals, System Clock, Counter Reset, TCAL, and Trig Accept, are distributed through the system as a pulse-width encoded serial bit stream.  The subsystems that use any of these signals must decode the bit stream and capture the bit information of interest.  The signals are decoded fully at the Data Concentrator, and sent to the front-end board as individual signals.  The encoding scheme will be described in Section 3.3.

A fifth precision timing signal that the TTM must provide is a 120 MHz clock.  This is used by the Data Collectors in the VME Crate to perform digital signal processing there.   
3. 
Specifications

3.1.
Front Panel Inputs to the Module

3.1.1.
There shall be an interface to a Global Positioning System (GPS) receiver, for receiving and decoding the 10 MHz clock and the 1 pulse-per-second (pps) signal.  
3.1.1.1.
(Connector to be specified.)  
3.1.1.2.
Protocol is GPS Standard.
3.1.1.3.
(Cable & termination to be specified.)  

3.1.1.4.
Connector accessible from the front panel.
3.1.2.
There shall be one input for receiving an external System Clock.   (The primary clock source is GPS.  This input is used when a GPS receiver is not available.)   
3.1.2.1.
Connector is LEMO.  

3.1.2.2.
Protocol is TTL.  See Section 3.3.1. for the specifications.
3.1.2.3.
Input cable is RG58, 50 ohm.  TTM provides on-board termination.   

3.1.2.4.
Connector accessible from the front panel.

3.1.3.
There shall be four inputs for receiving an external Trigger signals.  

3.1.3.1.
Connectors are LEMO.  

3.1.3.2.
Protocol is TTL.  Processing described in Section 3.3.  

3.1.3.3.
Input cable is RG58, 50 ohm.  TTM provides on-board termination.   

3.1.3.4.
Connector accessible from the front panel.

3.1.4.
There shall be one input for receiving an external test pulse (TCAL).  

3.1.4.1.
Connector is LEMO.  

3.1.4.2.
Protocol is TTL.  leading-edge triggered, 100 nS minimum duration, random phase.  Timing synchronization to System Clock provided by TTM.  See Section 3.3.  

3.1.4.3.
Input cable is RG58, 50 ohm.  TTM provides on-board termination.   

3.1.4.4.
Connector accessible from the front panel.

3. 
Specifications  (Cont.)

3.2.
Front Panel Outputs from the Module

3.2.1.
There shall be (8) connectors on the front panel for sending timing and trigger signals from the TTM to the Data Collectors. 
3.2.1.1.
Connector is 8-pin RJ-45.

3.2.1.2.
Protocol is LVDS for each of (4) signals.

3.2.1.3.
Signals are point-to-point.  Signals sourced by the TTM are terminated by the DCOL.  Signals sourced by the DCOL are terminated by the TTM.

3.2.1.4.
Cable is Cat5E.  Termination impedance on signals received by TTM to match impedance of transmission line.

3.2.1.5.
Pin Definition is given in Table 3.2.1.  The functionality is specified in Section 3.3.
	Pin #
	Signal Name
	Source

	1
	+  DCCLK 
	TTM

	2
	-   DCCLK 
	TTM

	3
	+ Spare Write 
	TTM

	4
	+ PW TIME
	TTM

	5
	-  PW TIME
	TTM

	6
	-  Spare Write 
	TTM

	7
	+ Spare Read 
	DCOL

	8
	-  Spare Read
	DCOL


Table 3.2.1.  Pin definition of RJ-45 Connector
3.2.2.
There shall be one output for sending out a copy of the System Clock for monitoring.

3.2.2.1.
Connector is LEMO.  

3.2.2.2.
Protocol is TTL. 
3.2.2.3.
Driver must be capable of driving 50 ohm termination. 

3.2.2.4.
Connector accessible from the front panel.

3.2.3.
There shall be one output for sending out a copy of the counter reset for monitoring.

3.2.3.1.
Connector is LEMO.  

3.2.3.2.
Protocol is TTL.   

3.2.3.3.
Driver must be capable of driving 50 ohm termination. 

3.2.3.4.
Connector accessible from the front panel.

3. 
Specifications  (Cont.)

3.2.
Front Panel Outputs from the Module (Cont.)
3.2.4.
There shall be one output for sending out a copy of the trigger signal for monitoring.

3.2.4.1.
Connector is LEMO.  

3.2.4.2.
Protocol is TTL. 
3.2.4.3.
Driver must be capable of driving 50 ohm termination. 

3.2.4.4.
Connector accessible from the front panel.

3.2.5.
There shall be one output for sending out a copy of the test pulse TCAL for monitoring.

3.2.5.1.
Connector is LEMO.  

3.2.5.2.
Protocol is TTL. 

3.2.5.3.
Driver must be capable of driving 50 ohm termination. 

3.2.5.4.
Connector accessible from the front panel.

3. 
Specifications  (Cont.)

3.3.
Signal Processing
3.3.1.
The TTM shall use one of three clock sources as the basis for the basic signal processing, called the System Clock (SYSCLK): 

3.3.1.1.
The nominal frequency of the System cCock is 10 MHz.  

3.3.1.2.
When an external GPS signal is not available, the TTM shall provide the 10 MHz System Clock using an on-board crystal oscillator.  This shall be the default configuration, and the mode set at power-up.  The on-board clock shall have a tolerance of better than 1% to the nominal frequency, and be stable to better than 100 ppm/C.
3.3.1.3.
It is intended that the primary clock source for the system be the 10 MHz signal received by the TTM from the external GPS source. Note that this signal will not always be available (e.g. test stands), and thus is not the default clock source. 
3.3.1.4.
The user may elect to provide a clock from an external source.  Clock is nominally 10 MHz, but may be within frequency range of 1 MHz to 20 MHz.  Assume 40%-60% duty cycle.

3.3.1.5.
The TTM shall have a provision for selecting the clock source from software through VME access.  Only one source should be active at a time.  

3.3.2.
The TTM shall use the System Clock selected to produce a Data Collector Clock (DCCLK) for use by the Data Collector.  

3.3.1.1.
The nominal frequency of the DCCLK is 120 MHz.

3.3.1.2.
The TTM shall use the System Clock, and employ frequency multiplication techniques to create the  DCCLK.  The multiplier is x12.  The use of phase-lock loop circuits is highly desirable.
3.3.1.3.
The  DCCLK shall have a tolerance of better than 1% of the nominal frequency, and be stable to better than 100 ppm/C.

3.3.1.4.
The TTM shall source the  DCCLK to the Data Collectors.  Up to eight may be used in the system.  The copies of the  DCCLK shall have a timing jitter no worse than 2 nSec as measured at the output of the TTM drivers, terminated by 100 ohms.

3. 
Specifications  (Cont.)

3.3.
Signal Processing (Cont.)
3.3.2.
The TTM shall use pulse-width encoding to encode timing and trigger information to produce the Pulse-Width Timing (PW TIME) signal sent from the TTM to each of the Data Collectors.    

3.3.2.1.
The nominal period of  PW TIME is 100 nSec (10 MHz.)  This is used lby the front-end electronics to form the basic System Clock.
3.3.2.2.
The  PW TIME is a serial bit stream containing pulse-width encoded information. The 100 nSec period of the data clock shall be subdivided into four periods of 25 nSec, as follows:
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3.3.2.3.
The Start Pulse is always present, and thus has a periodicity of 100 nSec..  It has a nominal pulse width of 2/3 of 25 nSec, or 16.7 nSec.  
3.3.2.4
The test pulse TCAL is asserted through internal or external generation.  When present, it has a nominal pulse width of 2/3 of 25 nSec, or 16.7 nSec.  When not present, the pulse width is 1/3 of 25 nSec, or 8.33 nSec.
3.3.2.5
Counter Reset is asserted through internal or external generation.  When present, it has a nominal pulse width of 2/3 of 25 nSec, or 16.7 nSec.  When not present, the pulse width is 1/3 of 25 nSec, or 8.33 nSec.
3.3.2.6
The Trig Accept pulse is asserted through internal or external generation.  When present, it has a nominal pulse width of 2/3 of 25 nSec, or 16.7 nSec.  When not present, the pulse width is 1/3 of 25 nSec, or 8.33 nSec.
3. 
Specifications  (Cont.)

3.3.
Signal Processing (Cont.)
3.3.3.
The Counter Reset is a periodic signal with a nominal frequency of 1 Hz.  It is used to reset the timestamp counters in all of the front-end chips simultaneously so that the measurement of the time of events can be synchronized across the system.  The signal shall be formed by one of three programmable methods:

3.3.3.1.
The TTM shall have an on-board generator for producing Counter Reset, which functions with a high degree of precision.  The nominal period shall be 1.0000000 second, with a level of reproducibility to within 1 System Clock (100 nSec.)  This shall be the default mode when the TTM is first powered up, and also selectable through software (register control).  
3.3.3.2
The TTM shall receive GPS signals, and decode from it the 1 pulse-per-second signal.  This shall be a selectable feature through software (register control).

3.3.3.3
The TTM shall have the capability to produce a computer-generated Counter Reset through software (register control).  It is desirable that this feature be designed in conjunction with the computer-generated Trig Accept and TCAL, so that the timing of the system can be checked globally by using computer-generated events.  See Section 3.3.4 and Section 3.3.5.

3.3.3.4
The latency on the TTM between the generation of Counter Reset and when it is sent out of the module is not important, so long as the latency is constant and has no jitter greater than a clock cycle.  (We do not intend to time events to absolute time in the experiment, but the relative time across the detector is important.

3. 
Specifications  (Cont.)

3.3.
Signal Processing (Cont.)
3.3.4.
Trig Accept is the signal that is used to capture events in the front-end electronics.  In the experiment, the signal can have a wide range of periodicity, both periodic and random.  In general, it may be created from a variety of conditions, which must be programmable.  The four inputs on the front panel of the TTM shall be the primary method for generating trigger signals.  

3.3.4.1.
Trigger Input 0 from the front panel of the TTM shall act alone, and produce an immediate Trig Accept signal when asserted.  The response shall be leading-edge triggered, and capable of producing successive triggers in sequential clock periods without loss.  This shall be the default mode when the TTM is first powered up, and also selectable through software (register control).  

3.3.4.2.
Trigger Input 1 from the front panel of the TTM shall function in the same way as Trigger Input 0, completely independent of other trigger input signals.  It is desirable for it to function as a logical OR with Trigger Input 0.  When asserted, it shall produce an immediate Trig Accept signal.  The response shall be leading-edge triggered, and capable of producing successive triggers in sequential clock periods without loss.  This shall be selectable through software (register control).  

3.3.4.3.
Trigger Inputs 2 and 3 from the front panel of the TTM shall function as a coincidence.  Using the System Clock for interrogation, the TTM shall produce an immediate Trig Accept signal only when both Trigger Inputs 2 and 3 are active at the rising edge of the System Clock.  The response shall be capable of producing successive triggers in sequential clock periods without loss.  This shall be selectable through software (register control).  

3. 
Specifications  (Cont.)

3.3.
Signal Processing (Cont.)
3.3.4.
Trig Accept  (Cont.)

3.3.4.4.
The TTM shall have a provision for generating a Trig Accept through software (register control.)  The preferred method is to generate Trig Accept by setting a bit in a register on the TTM.  This shall be used for producing computer-generated events, for studying noise, test pulsing, threshold studies, etc.  It is desirable that this feature be designed in conjunction with the computer-generated Counter Reset and TCAL, so that computer-generated events with charge-injection can be obtained.  See Section 3.3.3 and Section 3.3.5.  

3.3.4.5.
From whichever of the above sources for Trig Accept is selected, it is necessary for the TTM to have the capability to delay the output of the signal by a programmable amount.  The DCAL chips have a fixed pipeline 20 stages long to allow for the formation of a trigger.  For normal data-taking, the formation of an external trigger signal, coupled with the intrinsic delays through the system make the requirement only a few clock cycles of delay at most.  However, for computer-generated events where the trigger and the stimulus occur at the same place and time, a delay up to 20 clock cycles could be needed.  The TTM shall have this capability, using programmable delay techniques to delay the issuance of Trig Accept in whole numbers of clock cycles.  The programmability should be accomplished through software (register control.)  The registration of Trig Accept is accomplished on the TTM using the System Clock, so fine adjustment within a clock cycle is not needed. 
3. 
Specifications  (Cont.)

3.3.
Signal Processing (Cont.)
3.3.5.
The test pulse TCAL is the signal that is used to initiate charge injection in the front-end chips.  Not only can it initiate charge injection in a selected DCAL chip, it can be used to initiate events across the entire system simultaneously.  This is a powerful diagnostic for checking that the timestamp counters have been synchronized properly, and that the various timing delays throughout the system are well controlled.  The signal shall be formed by one of two programmable methods:

3.3.5.1
The TTM shall have the capability to produce a computer-generated Test Pulse through software (register control).  It is desirable that this feature be designed in conjunction with the computer-generated Trig Accept and Counter Reset, so that the timing of the system can be checked globally by using computer-generated events.  This shall be the primary method for generating test pulses in the experiment, and should be the default on power-up.  See Section 3.3.3 and Section 3.3.4.

3.3.5.2.
Pulser Input from the front panel of the TTM shall have the capability to produce an immediate Test Pulse signal when asserted.  The response shall be leading-edge triggered.  It is not necessary for Test Pulse to be capable of producing successive triggers in sequential clock periods.  This shall be selectable through software (register control).  

3.3.5.3
The latency on the TTM between the generation of Test Pulse and when it is sent out of the module is not important, so long as the latency is constant and has no jitter greater than a clock cycle.  It is desirable to have the capability to have a high degree of synchronization between Test Pulse, Counter Reset, and Trig Accept. 

3. 
Specifications  (Cont.)

3.3.
Signal Processing (Cont.)
3.3.6.
For event reconstruction purposes, as well as evaluation of data quality, the TTM shall have the capability to timestamp triggers. 

3.3.6.1.
Whenever a Trig Accept is generated by the TTM, it would cause the value of the local timestamp counter to be stored in a local memory on the TTM, available for readout as part of the event.  

3.3.6.2.
The back-end electronics has the capability to store up to 2000 events before needing to be read out.  It is desirable for the storage of timestamps on the TTM to match this capability and use a FIFO to store the data.
3.3.6.3.
It is desirable for the TTM to have a timestamp counter that is functionally equivalent to those in the DCAL chips, i.e. 24 bits, increments with the leading edge of the System Clock (10 MHz), and is reset to 0 upon the generation of Counter Reset. 
3.3.6.4
Because of the distributed nature of the system with many delays throughout, it is not necessary for the value of the timestamp counter as captured on the TTM to match that captured in the DCAL chips for a given event.  This can be calibrated out as a simple offset.  It is important however that the values be highly reproducible to within a clock cycle over long periods of running.  

3. 
Specifications  (Cont.)

3.4.
Register Access, Control, & Communication through VME
3.4.1.
The TTM shall have a VME interface.
3.4.1.1
The interface shall be compatible with VME64x, and support 64-bit block transfers.

3.4.2.
The TTM shall have registers that perform the following functions, and have read and write capability:

3.4.2.1
The TTM shall have the ability to select the source of the System Clock, either from GPS, or from the front panel connector, or the on-board clock.  The power-on default shall be to use the on-board clock
3.4.2.2
The TTM shall have the ability to select the source of the Counter Reset, either from GPS, or from the on-board source, or an enable for a software generated Counter Reset.  (The actual generation of the software generated signal is described later.)  The power-on default shall be to use the on-board source.
3.4.2.3
The TTM shall have the ability to select the source of the Test Pulse, either from the front panel, or an enable for a software generated Test Pulse.  (The actual generation of the software generated signal is described later.)  The power-on default shall be to use the software generated source.

3.4.2.4
The TTM shall have the ability to select the source of the Trig Accept.  The selection choices are:  a) the logical OR of Trigger Input 0 or Trigger Input 1;  b) the  logical AND of Trigger Input 2 and Trigger Input 3;  c) software generated.  (The actual generation of the software generated signal is described later.)  The power-on default shall be to use the software generated source

3.4.2.5
The TTM shall have the ability to issue software-generated signals for Counter Reset, Test Pulse, and Trig Accept in any order or combination including all three simultaneously.  It is sufficient to define a register accessible through VME where dedicated bits for each signal are assigned, and the setting of the bit(s) causes their immediate generation.  
3. 
Specifications  (Cont.)

3.4.
Register Access, Control, & Communication through VME (Cont.)
3.4.3.
The TTM shall have a FIFO for storing timestamps associated with triggers.

3.4.3.1
The FIFO should be able to be cleared through VME.

3.4.3.2
The FIFO should be a minimum of 2K deep, 24-bit words each.

3.4.3.3
The FIFO should be able to be read through VME block transfers.

3. 
Specifications  (Cont.)

3.5
Physical Specifications
3.5.1.
The TTM is a 6U x 225 mm VME module.

3.5.2.
The TTM may be a double-wide module to accommodate all of the front panel inputs.

3.5.3.
The TTM should use standard +5V and +3.3V power.  If other voltages are used in the design, they should be regulated from these standard voltages.

4. 
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