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http://gate.hep.anl.gov/thron/Near_Inst/LAN/Near_LAN.doc
Overview

There will be two MINOS sites at Fermilab which will need network connections: the underground Near Hall where the MINOS Near Detector is located, and the control room in Wilson Hall in the 12NW conference room. We need three separate virtual LAN’s at each of these locations. The DAQ and the DCS LAN’s will carry detector data and should be isolated from other network traffic; they will be accessible from the outside only through a minos-gateway computer. Additionally we want a general purpose DHCP LAN for plugging in laptops and such. This can be part of the Fermilab normal network.

The counts of the ports required on each LAN at each location is shown in 

http://gate.hep.anl.gov/thron/Near_Inst/LAN/Near_LAN.xls.

The LAN structure is similar to that at the MINOS Far Detector at the Soudan mine in Minnesota.

Near Hall

The LAN connections are mostly to the front-end and the Master readout racks along the detector and to the DAQ racks upstream of the detector. But there are also a few other locations. The rack nomenclature is shown in

http:\\www-numi.fnal.gov/minwork/neardet/racks/rack_labels3.jpg
and the locations and distances are in

http:\\www-numi.fnal.gov/minwork/neardet/racks/rack_locations3.jpg.

There are 4 types of racks along the detector. The racks named FE-x-nn are the Front-end racks, also known as the MINDER racks.  The racks named Master-x-n are the Master readout racks containing the VME crates. There are also 2 High Voltage racks and 1 Clock rack.

We would like optical isolators on the cabling going to the Front-end racks (and to the MASTER and clock racks as well, depending on the cost).  

Forty feet upstream of the detector is a cluster of racks, including 3 DAQ racks filled mostly with rack-mounted PC’s, and rack space for the LAN distribution hardware.

There will be a rack next to the detector but on the opposite wall from the readout racks. This is called the B-dot racks.  Also needed are one port for the CanBus-to-Ethernet to monitor the power supplies and one port for the Field Point environmental monitoring.

Finally we would like a dozen general purpose DHCP ports: 2 by the DAQ cluster, 2 at the far downstream end of the cavern, and 8 spaced evenly along the detector – 4 up and 4 down. 

There will be a cable tray running the length of the detector on the same side as the racks. It will be just under the elevated walkway and can be used for LAN cabling. It can be continued around the cavern to reach the B-dot racks.

The bandwidth needed for the individual ports is at most 100MB/s, but we would like a 1GB fiber link up the shaft and into the main Fermilab network.   

Control Room: WH-12NW

We need a number of ports on the same virtual LANs as the underground DAQ and DCS. We also require some general-purpose DHCP and wireless connections although there may already be enough of these ports available in this room.

Questions to Resolve/Confirm

1. More details of what’s in control room

2. Will there be RPS controllers in B-dot, Clock, HV?

3. Number of RPS in DAQ racks. One or Two
4. Is there a LAN connection to the UPS in the DAQ racks?

5. How about a UPS for the HV racks?

6. LI connection is through the RPS, correct?  Yes.
7. How is the LAN to CanBus done, how many? One CanBus-to-Ethernet converter
