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c. Technical Services* ...........................
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ATLAS/LHC Project 
 
a) FY 2006 and 2007 Accomplishments: The assembly of the final calorimeter 
section, EBA, was completed on 23 May 2006 and essentially fully meets its 
mechanical envelope. Installation of calorimeter services and testing and 
repair of the tile calorimeter readout electronics (the drawers) and low 
voltage power supplies continued throughout this period. A software 
professional was hired to work on Tile Calorimeter database development and 
with Argonne physicists on the development of remote monitoring tools. The 
TDAQ effort has also increased with the hire of a system professional, who 
is resident at CERN and responsible for installation and commissioning of 
the Region of Interest Builder (RoIB) into the ATLAS trigger and DAQ 
system. A full RoIB system was installed at Point 1 and has been tested 
with several Level 1 trigger inputs. Development and testing of the ATLAS 
movement system continued: automatic leveling was incorporated into the 
control system, the interfaces to the service cable system and to the 
liquid argon transfer line were implemented, and mechanical hardware for 
the docking system was fabricated. The computing group has delivered 
several key software components: the strategy and infrastructure to support
evolution of the ATLAS data model; improvement in the I/O performance of 
the ATLAS control framework (ATHENA); prototyping of a variety of 
distributed database deployment strategies; and a scalable event-level 
selection infrastructure (TAGs). The group also provided database support 
and coordination of ATLAS-wide data streaming tests. Argonne physicists 
continued their studies of jet triggers and jet energy calibration, Monte 
Carlo generators, and QCD production of two photons. A member of our group 
(Tom LeCompte) has been appointed co-convener of the ATLAS Standard Model 
physics group.  
 
b) FY 2007 Plans:  Installation of services and tile calorimeter 
commissioning will continue through the end of FY07. Integration and 
testing of the RoIB will continue, in particular with the inclusion of all 
Level 1 trigger inputs. Two additional RoIB systems will be built. All 
remaining work needed to close the detector for beam operations will be 
completed in FY07. In particular, this will include interfacing to the 
beam-pipe sensors and the necessary alarm/safety actions and the 
commissioning of the interface to the control system for the “Big Wheel”. 
The computing effort with continue with the tasks described above, and the 
group will contribute to the “full dress rehearsal” to exercise the offline 
computing model. Physics studies will focus on the ATLAS CSC notes and on 
physics which will be accessible with early data and which will provide 
feedback on detector performance. We will investigate the use of web-based 
technology for routine detector monitoring. 
 



 

BUD-10 (1-07)   
CONTRACTOR NAME 

UChicago Argonne, LLC 

CONTRACTOR CODE 

 CH 

CONTRACTOR NUMBER 

 52107* 

WORK PACKAGE NUMBER 

  

WORK PROPOSAL NUMBER 

 2247.2 

DATE PREPARED 

03-15-07 

REVISION NUMBER 

  

21.  DETAIL ATTACHMENTS: (See specific attachments.)   
 

 a. Facility requirements  e. Approach  i. NEPA requirements  m. ES&H considerations 
 b. Publications  f. Technical progress  j. Milestones  n. Human/Animal Subjects  

 c. Purpose (mandatory)  g. Future accomplishments  k. Deliverables  o. Security requirements 

 d. Background  h. Relationships to other projects  l. Performance Measures/Expectations  p. Other (specify) 
 

b) FY 2008 Plans:  This will be the first operational period for ATLAS and 
in all technical areas (Tile Calorimeter, Trigger/RoIB, movement system, 
and core software), and we will focus on supporting these systems and 
monitoring and improving their performance. We anticipate that following 
our work in 2007, some significant level of monitoring will be conducted 
using web-based technology by physicists located at Argonne. A high 
priority will be to achieve stable trigger operations and monitoring during 
the 900 GeV run. Physics analysis will focus on tests of standard model 
processes and their use in evaluating detector performance, in addition to 
physics per se. The Argonne group expects to retain principal 
responsibility for the ATLAS event store, I/O framework infrastructure, and 
event-level metadata systems as ATLAS begins data-taking in 2008 and 
beyond, and to continue in a leadership role in distributed database 
services. Finally, as time permits we will explore opportunities for 
participation in ATLAS upgrades for higher luminosity.     
 
c) FY 2009 Plans: By this time all maintenance and operations tasks, 
established in the period 2007-08, will have fallen into a regular routine. 
Data taking will have the highest priority in 2009 and stable trigger 
operation and monitoring will be essential. Run conditions are likely to 
evolve rapidly and will likely require development in software and in RoIB 
firmware. In all technical areas (Tile Calorimeter, Trigger, movement 
system, and core software) activities during shutdowns will focus on 
evaluating hardware/software performance and stability. In the computing 
group, the balance between software design and development and support for 
physics and physicists will shift over time, and the Argonne software group 
will contribute more heavily to the long-term physics support effort. The 
Analysis Center will provide a regional focus for physicists working on 
detector performance and physics analysis, and we anticipate significant 
and exciting physics results to begin to appear. Although the physics 
program will take priority, we expect that initial contributions to ATLAS 
upgrades will begin in this period. 
 
 

 




